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ABSTRACT

Website link detection is an important means to ensure the security of the external chain. In the past, 
it was mainly realized through blacklisting and feature engineering-based machine learning, which 
has the problems of slow detection speed and weak model generalization ability. The development 
of neural networks has brought a new solution to the security detection of the external chain of the 
website. To address the performance bottleneck caused by the variable content length of web pages, this 
article introduces an innovative approach: a website external link security detection algorithm based 
on multi-modal fusion. It extracts text, dynamic script, and image features separately, and constructs 
a deep fusion model that combines these multi-modal features. Compared with the previous research 
results, the proposed method is superior to the traditional single-mode method, and can quickly and 
accurately identify malicious web pages. The accuracy and F1 value are improved by 2.7% and 0.026.
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INTRoDUCTIoN

With the rapid development of information technology and the popularization of the Internet, the 
number of websites on the Internet has increased exponentially. In order to provide users with richer 
information resources and promote cooperation and interaction with other websites or institutions, a 
lot of external links are generally introduced into the website. Due to information updates, domain 
name changes, hacker attacks, and other reasons, if you link to an insecure external website, it will 
pose a security risk to users. Such risks can include malicious links, erotic gambling sites, or web 
pages containing malicious code that may lead to the disclosure of the user’s personal information, 
computer infection, economic losses, and other problems (Tenis & Santhosh, 2021). In addition, if 
you link to external websites containing harmful information, it will seriously damage the reputation 
of the organization, and users may doubt the professionalism, trust, and network security capabilities 
of the organization, which will affect user’s access to and use of the organization’s website. Therefore, 
ensuring the security of the external link of the website is crucial for the website.
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It is an important means to carry out regular inspections of the external chain of the website to 
ensure the security of the external chain. However, due to the large number of websites and pages, it is 
undoubtedly unrealistic for website security managers to use manual inspection. With the development 
of computer technology, the research on the security detection of external links of websites by 
computer programs has been widely concerned, and many detection schemes have been proposed 
by scholars at home and abroad. The earliest detection method used the blacklist technique, which 
preconstructed a blacklist listing all known harmful domain names. When a user visits a website, they 
check whether its domain address is in the blacklist to detect harmful external links. This method 
has the advantage of high detection accuracy, but it needs to ensure the timely maintenance of the 
black and white list, which has certain limitations and lag and cannot effectively judge the security 
of unknown web pages (Darwish et al., 2023). To solve this problem, some scholars have proposed a 
method based on dynamic behavior analysis, which analyzes the behavior of the website host, such as 
access records, execution processes, etc., to analyze whether the website host has abnormal behavior 
and find out the abnormal external chain. This method has the ability to detect unknown viruses and 
malicious codes, but the detection speed is slow because it needs to simulate the running state of 
malicious web pages and analyze them.

With the development of data mining and machine learning technology, a website off-link security 
detection method based on machine learning has been proposed (Jerjes et al., 2023; Venugopal et al., 
2021). This method has a certain generalization ability, but due to the great impact of the selection 
of webpage features on the model recognition effect, the workload in the feature engineering stage 
is relatively large. At the same time, the traditional machine learning technology cannot learn the 
contextual semantic features of web text, resulting in a certain bottleneck in the recognition effect.

In the past few years, the field of external chain detection has witnessed a shift toward deep 
learning-based approaches driven by the rapid advancements in machine learning and artificial 
intelligence technology. According to the existing literature, text features are mostly used, and due to 
the variable length of Chinese text on web pages (Naim et al., 2023), in order to achieve the feasibility 
of model training, in addition to short text features such as Uniform Resource Locator(URL) and 
tags, part of text content from web pages is generally extracted for model training, resulting in poor 
practicability of the trained model. In addition, with the development of communication technology, a 
large number of web pages contain not only text information but also a lot of multimedia information, 
such as pictures, videos, and sounds. It is not good to judge whether a web page has malicious 
information only through text information. In view of these problems, in this research, the website 
link security detection is regarded as a binary classification problem. By integrating the features of 
webpage text, dynamic script, and image, an innovative intelligent detection algorithm for website 
link security based on multimodal fusion is proposed. The main work of this paper includes:

1.  The FastText model is used to extract the text features of web pages, aiming at the problem that 
the content length of web pages is not fixed.

2.  Aiming at the performance bottleneck of web page detection using text alone, this paper introduces 
an innovative approach: a website external link security detection algorithm based on multimodal 
fusion. It extracts text, dynamic script, and image features separately and constructs a deep fusion 
model that combines these multimodal features.

3.  Through comparative experiments, the effectiveness of the web security intelligent detection 
algorithm proposed in this paper based on multimodal feature fusion is verified.

The following organizational structure of this paper is as follows: The Related Work section 
briefly introduces the related research work; the Methodology section introduces the feature extraction 
method and the multimodal feature fusion model. The Experiment section discusses the effectiveness 
of the proposed algorithm verified by comparison experiments. The Discussion section summarizes 
and looks forward to the work of this paper.



International Journal of Information Security and Privacy
Volume 18 • Issue 1

3

RELATED woRK

The purpose of website external link detection is to deal with the webpage containing malicious 
content in time to ensure the security of website content. In the past, this was mainly achieved 
through blacklisting and feature engineering-based machine learning. The nature of web threats is 
constantly evolving. The development of neural networks has brought many new solutions to the 
security detection of external links of websites (Zhu et al., 2018).

Zhu et al. (2018) introduced a novel model called OFSNN for detecting malicious websites. This 
model utilized an optimal feature selection method and neural network to achieve effective detection. 
Notably, they introduced a new index known as the “feature effective value” to assess the influence 
of sensitive features on identifying malicious websites. This innovative approach greatly mitigated 
the overfitting issue commonly associated with neural networks.

Chen et al. (2021) enhanced a multilayer recursive convolutional neural network model utilizing 
the YOLO algorithm to detect malicious URLs. They incorporated word embedding to map individual 
characters to dense vectors and incorporated these dense vectors into the training process of the entire 
model based on the structural characteristics of URLs. Additionally, they proposed a novel CSPDarknet 
neural network model using the improved YOLO algorithm to extract features to identify malicious 
URLs via the bidirectional long short-term memory (BiLSTM) network.

Yuan et al. (2021) used the visualization algorithm to realize the visual mapping of a URL to a 
grayscale image and extracted the lexical and character features of a URL. They adopted a parallel joint 
neural network to simultaneously capture multimodal vectors of visual and semantic information and 
combined this with the attention mechanism to further filter the deep features, effectively improving 
the classification accuracy.

Raja et al. (2023) used natural language processing techniques, such as term frequency and inverse 
document frequency, to vectorize URLs and used weighted classifiers to improve the robustness of 
malicious link detection. However, the feature selection also needs some manual intervention and 
has some limitations.

In 2018, the large-scale text-based Transformer pretraining model BERT came out, which has 
refreshed a number of records of natural language processing tasks. Zhang and Zhang (2022) applied 
BERT to the malicious domain name detection task, which strengthens the character’s decision-
making ability for the model and improves the model’s detection performance. However, the BERT 
model is not used to identify malicious web pages based on the text content of web pages. Wang et 
al. (2020) extracted binary file similarity, used word vector tool word2vec (Word to Vector) to train 
URL word vector features, used a convolutional neural network (CNN) to extract deep local features, 
and proposed a parallel joint algorithm model of a convolutional neural network and bidirectional 
independent recurrent neural network combined with an attention mechanism. With the increasing 
concealment and complexity of malicious websites, the identification of malicious web pages based 
solely on a URL and its related features is far from meeting the current demand for the identification 
of malicious web pages.

Feng et al. (2021) proposed a machine learning method to identify malicious web pages based 
on the features of traditional web pages, such as a URL and hypertext markup language (HTML), and 
the text features of web pages. However, the traditional machine learning classification method does 
not consider the contextual information of text in the vector construction of text features and cannot 
reflect the deep-level features of polysemy in text. There is some information missing.

Lian et al. (2021) proposed research on malicious website identification technology based on 
network behavior analysis. By studying the multistep and sequential network data flow of users, this 
method extracts the dominant traffic characteristics and recessive network behavior characteristics, 
establishes a malicious website recognition model based on a backpropagation (BP) neural network, 
and adopts a genetic algorithm to optimize the model, so as to realize the dynamic recognition of 
malicious websites. However, this method takes a long time for identification and has low efficiency.
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According to the existing literature, there is much research on malicious web page detection 
based on deep learning. These methods generally regard web page detection as a binary classification 
problem and carry out research on malicious web page detection based on deep learning based on 
web page text information. With the improvement of computer computing power, the selection of text 
information has gradually developed from a single URL feature to multifeature fusion, such as page 
title, label, and page text content. Meanwhile, with the development of deep learning applications in 
image, audio, and video, some studies have begun to focus on the impact of multimodal information 
on malicious web page detection. Based on relevant research, this paper proposes a deep learning 
model based on multimodal feature fusion to detect and identify malicious web pages and realize 
intelligent detection of web security.

METHoDoLoGy

Multimodal Feature Fusion Model
The features used to detect malicious web pages mainly include text, dynamic scripts, and images. 
How to comprehensively apply these features to improve the effect of the detection model is the focus 
of research. To solve this problem, this paper proposes a malicious web page detection model based 
on multimodal feature fusion, as shown in Figure 1. The innovation of this paper lies in selecting 
appropriate models to extract text, dynamic script, and web image features, respectively, constructing a 
feature fusion model, and utilizing multiple web page features to improve the performance of external 
link detection. Firstly, FastText, BiLSTM, and ResNet (Residual Neural Network) models are used 
to obtain the text, dynamic script, and image features of web pages, and then feature level fusion is 
carried out. Finally, the final decision result is output through the model. There are many methods 
to achieve feature fusion. One simple and effective method is to splice the feature vectors to get the 
fused feature vectors. Subsequent model networks can learn useful feature content for classification 
tasks from this fused feature vector. Although this method is simple, it can achieve good results. 
In addition, other more complex methods can be employed, such as the introduction of attention 
mechanisms to further optimize the process of feature fusion. No matter what method is used, the 
goal of feature fusion is to extract effective feature information for classification tasks. In this paper, 
Concatenate is used for feature connection, and the connected features are processed in Dense layers. 
At the same time, Dropout layers are added to reduce the possibility of overfitting.

The process of fusing Concatenate features can be represented as z a b c= 

, , , where  


 represents 

the concatenation operation. In this way, a new feature vector z  can be obtained, which contains 
feature information from text, dynamic scripts, and images. Assuming that n  represents sample size, 
zi  represents the feature vector of the i-th sample, yi  represents the corresponding label, and q  
represents the model parameters, the objective of the model is to minimize the loss function L θ( )  
as Equation (1)

L n y log p y log pi i i iθ( ) ( ) ( ) ( )( )= − + − −1 1 1/ * * *Σ  . (1)

Here, pi  represents the predicted probability of the model for the i-th sample, which can be 
calculated using the Softmax function. The calculation formula is shown in Equation (2)

p softmax zi i= ( )* θ . (2)
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When training machine learning models, iterative optimization algorithms, such as stochastic 
gradient descent (SGD), are frequently employed to update the model’s parameters. During each 
iteration, a small batch (minibatch) of samples is randomly selected from the training set for training. 
The loss function’s gradient is then computed, and the model parameters are updated in the direction 
of the gradient. Specifically, for the t-th iteration, the k-th minibatch of samples is z k z k z km_ , _ ,..., _

1 2{ }  
with corresponding labels y_ , _ ,..., _k y k y km1 2{ } . m  represents the size of training samples per 
batch. The gradient of the loss function can be expressed as shown in Equation (3)

∇ = − −( ) ( )L m y k p k z ki i iθ 1/ * _ _ * _Σ . (3)

According to the update rule of gradient descent, the model parameters θt+1  for the next iteration 
can be updated as in Equation (4)

θ θ α θt t L+ = − ∇ ( )1
 * . (4)

Here, α is the learning rate that controls the step size of each update. During the training process, 
it is important to monitor the performance metrics of the model on both the training set and the 
validation set. This allows us to promptly identify issues, such as overfitting or underfitting. When 
the model’s performance on the validation set no longer improves, we stop the training process and 
apply the final model to the test set for evaluation.

web Text Feature Extraction
Web page text mainly refers to the title of the web page and the text content in the web page. With the 
popularity of responsive programming technology, the content of web pages is mainly controlled by 
dynamic scripts, and a web page may introduce multiple web pages through iframe tags, resulting in 
the actual display content of web pages not being obtained from the HTML source code of a single 
web page. In order to obtain the actual display content of the web page, Selenium WebDriver is used 

Figure 1. Malicious website detection model based on multimodal feature fusion



International Journal of Information Security and Privacy
Volume 18 • Issue 1

6

to simulate the browser to access the web page, trigger the execution of the dynamic content loading 
script by controlling the scroll of the web page, and climb the source code of the web page after the 
loading of the web page is completed and analyze it to obtain the text content contained in the title 
of the web page and the content labels in the web page. The text data of the web page are obtained 
after concatenation.

The text data length of the web page is not fixed, generally very long, and belongs to long text. 
Currently, commonly used text feature extraction models, such as Bert and Ernie, are not good at 
processing long text (Artene et al., 2021; Li et al., 2023). First, common models need to limit the 
length of input text data because the number of nodes in each layer of the model is fixed at design time 
and can only handle fixed-length input data. To make the best use of the information in long text, you 
must design to accept the longest input data length possible, but this results in inefficient operation 
of the entire model. At the same time, even if the accepted input length is maximized, it can only 
be a fixed value and cannot deal with the situation of uncertain length. Web malicious information 
detection generally does not need to dig deep semantic information of text to obtain a good detection 
effect. The FastText model is a model suitable for processing text data of any length, which consists of 
three parts: input layer, hidden layer, and output layer (Khasanah, 2021). The input layer is the word 
embedding layer, which receives the preprocessed text corpus and maps the words or word vectors 
into a low-dimensional vector. The hidden layer is a one-dimensional global average pooling layer, 
which is responsible for superimposing words or word vectors in the text corpus and averaging them 
to obtain the overall feature vector representation of the text corpus (Zhou et al., 2020). This model 
is simple and efficient, so the FastText model is chosen to extract text features, as shown in Figure 
2. “1-D” represents one-dimensional, and “word n” indicates the n-th word.

web Dynamic Script Feature Extraction
While injecting dynamic effects into web pages, JavaScript itself also has a lot of vulnerabilities, 
which provide an opportunity for some attackers. Attackers can implant malicious code in web scripts, 
spread viruses through URL redirection, JavaScript hijacking, cross-site scripting attacks, etc., steal 
personal privacy, and lure users to phishing websites to commit fraud. The dynamic script security 
detection of web pages has become an important part of malicious web page detection. JavaScript 
has the feature of long-distance dependence, and one-way LSTM can only transfer dependency from 
front to back but cannot solve the dependency of the following on the above (Sherstinsky, 2020). In 

Figure 2. Text feature extraction based on the FastText model
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the process of learning features, the dependency of context in JavaScript code is ignored. Feature 
learning is not sufficient. Therefore, bidirectional LSTM is used to extract dynamic script features, 
and the process is shown in Figure 3.

Firstly, the data of JavaScript code are cleaned to delete the data with repeated errors, and then 
the code is de-obfuscated to improve the readability of the code. Then the term frequency-inverse 
document frequency (TF-IDF) algorithm is used to build a vocabulary database, and an id is set for 
each word. The code is divided into words according to the vocabulary database, and the data of word 
segmentation are converted into numerical values. The vectorization of the data is processed by a 
Word2Vec tool. Finally, input the BiLSTM model to extract the abstract features of the code. The 
input is X = {x , x ,..., x }i 1 2 n , n  represents the dimension of the input vector, and the output vector 
is obtained through the input layer I = {i ,i ,...,i }i 1 2 n , take Ii  as the input vector of the BiLSTM layer. 
Through the forward LSTM of this layer, a forward implicit vector is obtained L = {l ,l ,...,l }i 1 2 64 . 
Passing through the backward LSTM of this layer yields a backward implicit vector R = {r ,r ,...,r }i 1 2 64 . 
Concatenate these two vectors into one vector h = {[l r ],[l r ],...,[l r ]}i 1, 1 2, 2 64, 64 . In order to prevent 
overfitting problems during later model training, the input is put into the Dropout layer and several 
neurons are randomly deactivated and get the output vector d = {d ,d ,...,d }1 2 64 . The calculation 
method is shown as Equation (5). gl  represents the state of all neurons, with values consisting of 0 
and 1

d = g * hl l . (5)

web Image Feature Extraction
With the development of the Internet infrastructure, web pages not only contain a lot of text information 
but also increasingly use pictures as a way of information expression. Web page images have a lot 
of semantic information, which can be used as an important factor in the judgment of malicious web 
pages. Through the analysis, it is found that the ratio of the number of pictures and documents in 
the web page is about 9:1, and how to select the pictures becomes the key to the feature extraction 
of the web page image. In this paper, the images in the web page are first extracted by crawler, then 

Figure 3. Web dynamic script feature extraction process
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the image is normalized, and the size is uniformly scaled to 224 × 224. Then the data are enhanced 
by random rotation, color jitter, and image clipping to reduce the influence of position, color, and 
light factors on feature extraction. Finally, in different epochs of model training, images from web 
pages are randomly selected and input into a ResNet model pretrained by an ImageNet data set to 
obtain image feature vectors.

The ResNet model was proposed by the Microsoft Research Asia team (Alsabhan & Alotaiby, 
2022) and won first place in the ImageNet Large Scale Visual Recognition Challenge in 2016. 
ResNet50 belongs to one of the ResNet family models and has 49 convolution layers and 1 maximum 
pooling layer. Different from the traditional neural network structure, ResNet50 adds a residual 
learning module to solve the problems of gradient disappearance and model degradation encountered 
in training deep neural networks. These residual learning modules can make the network deeper 
and reduce the number of parameters and the amount of computation while maintaining the same 
accuracy. According to the application requirements and experimental computing power conditions, 
ResNet50 is selected as the image feature extraction model.

EXPERIMENT

Experimental Data Collecting
We downloaded positive sample data from the Alexa data set and malicious website data from the 
Phish Tank and OpenPhish websites as negative sample data. In order to maintain the balance of 
positive and negative samples, the ratio of the number of positive and negative samples downloaded 
was about 1:1. Next, to solve the problem of false positives, the downloaded sample data were cleaned 
to remove redundant data, and the accessibility of URLs was tested to remove invalid URLs. In the 
end, we got a list of URLs containing both normal and malicious web pages. In order to get the text 
and image data of the web page, we used the Beautiful Soup toolkit in Python to crawl. After crawling, 
the text and image data were preprocessed, such as denoise and unified format, and then stored in 
folders, respectively. In the end, 24,436 folders were retained, each containing text, JavaScript scripts, 
and image information extracted from a URL.

After randomly shuffling the data, 80% of the data were used as the training set, and 20% were 
used as the test set. The final training set contained 19,548 pieces of data, and the test set contained 
4,888 pieces of data. In the training set, the number of normal web pages was 9,792, and the number 
of malicious web pages was 9,756. In the test set, the number of normal web pages was 2,510, and 
the number of malicious web pages was 2,378. The specific data set is shown in Table 1.

Experimental Setup
All the experiments in this paper were conducted on an HP graphics workstation. The network model 
was built using the open-source deep learning tool Caffe. The experimental steps are as follows:

a)  Combined with the size of the experimental data set, the dimension of the FastText model and 
BiLSTM hyperparameter word vector used in the experiment was set to 300, the size of the 
lexis was set to 10,000, and the activation function is ReLu. In order to explore the effect of the 
FastText model and BiLSTM model on the detection of malicious web pages, the two models 

Table 1. Data set details

Classification Code Training set Test set Total

Normal 1 9,792 2,510 12,302

Malicious 0 9,756 2,378 12,134
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were used separately for web page detection experiments. In addition, considering that text 
and dynamic scripts in web pages belong to text, the FastText model and BiLSTM model were 
integrated, and the detection effect of fusion model was verified by experiments.

b)  Once the training set was established and the input-output layers were defined, a crucial and 
challenging task is optimizing the number of hidden layers. Selecting an appropriate number of 
hidden nodes is vital for ensuring the network possesses the necessary learning and information 
processing capabilities. Insufficient hidden nodes may limit the network’s capacity, while an 
excess can lead to increased complexity, making it more susceptible to getting trapped in local 
minima during the learning process and slowing down the network’s learning speed. Striking 
the right balance is essential. To this end, the web page detection effect data, when the node 
was 40–320, were obtained through the selection experiment, from which the optimal number 
of hidden nodes was selected.

c)  In order to explore the influence of different models on web page detection performance, 
comparison and ablation experiments were designed. For the text model, the support vector 
machine (SVM) and Bert model were used to compare with the FastText model and BiLSTM 
model. For the image model, VGG16 and CNN were used to compare with the ResNet50 model 
in this paper.

d)  The algorithm proposed in this paper was used to carry out web page detection experiments, 
and the experimental results were compared with those of the previous experiments to verify 
the effectiveness of the multimodal feature fusion algorithm proposed in this paper.

Metric Standard
The accuracy rate, recall rate, and F1 value were selected to evaluate the performance of the model. 
The metric consists of four values: TP, TN, FP, and FN, where TP is the number of positive samples 
predicted; TN is the number of negative class samples predicted to be negative; FP is the number that 
is predicted to be positive in a negative sample; FN is the number of positive samples that are predicted 
to be negative. The calculation formula of accuracy A is shown as Equation (6), which represents 
the percentage of all samples that can be correctly classified. The formula for calculating the recall 
rate R is shown as Equation (7), which represents the percentage of positive samples predicted to be 
positive. The formula for calculating the F1 value is shown as Equation (8). When F1 is larger, the 
classification effect of the proposed algorithm is better. In addition, the convergence rate of the model 
is selected as another index of the evaluation performance of the model. The faster the convergence 
rate of the model, the higher the stability of the model and the better the evaluation effect

A TP TN
TP TN FP FN

=
+

+ + +
×100%  (6)

R TP
TP FN

=
+

×100%  (7)

F TP

TP FP FN
1

1
2

=
+ +( )

. (8)

DISCUSSIoN

Training Process Analysis
As shown in Figure 4, when the number of nodes in the hidden layer was 200, each index was 
optimal. This was because the number of nodes in the hidden layer was too small, and the learning 
and information processing ability of the proposed algorithm was poor. However, if the number of 
nodes was too large, the structure of the network would become more complex, and it was prone to 
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limitations, and the learning rate would decrease. Therefore, when the hidden layer node was set to 
200, the proposed algorithm had the best identification effect and could accurately find out the bad 
information of the website.

Figure 5 is the model training diagram. It can be seen that the convergence speed of the model 
designed in this paper reaches a stable state when the number of training steps is about 400, and the 
convergence speed is fast, which ensures the evaluation effect of the model.

Single-Mode Comparative Analysis
To evaluate the effectiveness of various text models for web page detection, we conducted model 
training and detection experiments following the procedure outlined in the Experimental Setup section. 

Figure 4. The experimental results of different hidden layer nodes are used

Figure 5. Multimodal model training diagram
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The results of these experiments are presented in Table 2. The experimental findings indicate that 
both the Bert and BiLSTM models outperform the traditional SVM model in terms of performance. 
Compared with SVM and Bert models, FastText and BiLSTM models have better detection results, 
which may be due to the fact that FastText uses all the text features in the web page, while BiLSTM 
uses the dynamic script features of the web page. When the Bert model is used, it takes into account 
the character length that the model can receive. The data used for training and testing are shown in 
Figure 6, which are the last 100 characters of the web page. The extraction of text features of the web 
page is insufficient, and there is a certain deviation in feature extraction. Compared with other models, 
the FastText-BiLSTM model proposed in this paper has higher accuracy and F1 value. Compared 
with the traditional SVM, the model has improved by 11 percentage points, which is mainly due to 
the comprehensive use of text features and dynamic script features.

The experimental results of web page detection based on image features are shown in Table 
3, and the comparison of single-mode experimental results is shown in Figure 7. According to the 
results, compared with other models, the pretrained ResNet50 model has a better detection effect, 
which is mainly due to the deeper network of ResNet50. Using the idea of residual learning, the 
training time of the model can be reduced, and the feature data of the image can be obtained better. 
Compared with the detection results based on text features, the detection accuracy rate, recall rate, 
and F1 value of malicious web pages based on image features are all decreased mainly because the 
semantic information contained in the pictures of malicious web pages is less than that in the text, 
and the pictures of some malicious web pages may not necessarily contain malicious information.

Multimodal Comparative Analysis
Approach B represents the BiLSTM model, F represents the FastText model, C represents the 
CNN model, V represents the VGG16 model, and R represents the ResNet50 model, as shown in 

Table 2. Detection results based on text models

Approaches A (%) R (%) F1

SVM 81.9 81.2 0.821

FastText 88.6 87.8 0.872

Bert 85.2 86.5 0.813

BiLSTM 91.1 94.3 0.927

FastText-BiLSTM 93.6 94.8 0.928

Figure 6. Examples of data used by Bert models

Table 3. Detection results based on image features

Approaches A (%) R (%) F1

CNN 80.1 80.5 0.809

VGG16 81.6 81.5 0.811

ResNet50 82.9 80.7 0.818
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Table 4 and Figure 8. From the experimental results, it can be seen that the FBR model proposed 
in this paper has higher accuracy and F1 value than other models. Compared to other single-modal 
feature models, the accuracy has improved by 2.7%, and the F1 value has increased by 0.026. It is 
mainly because the fusion model can better extract and learn the malicious information features of 
web pages. Although the experimental results using image information alone are poor, the fusion 
of image features can effectively improve the effect of model detection and help to accurately 
identify malicious web pages.

Application
In order to facilitate application, the SpringMVC framework encapsulates the algorithm implemented 
in this paper into a Restful interface. After receiving the URL address, the interface will detect the 
webpage corresponding to the URL address. Without considering the crawler’s time to fetch the 
webpage, the average detection time of a webpage is about 2 seconds. Compared with other detection 
algorithms (Yan & Kun, 2019), the proposed algorithm can not only quickly detect malicious 
information on web pages but also ensure the accuracy of detection.

CoNCLUSIoN

In this paper, an abnormal external link detection algorithm based on multimodal fusion was 
proposed. By preprocessing, invalid data were removed from web pages, the FBR model was used to 

Figure 7. Comparison of single-mode experimental results: (a) Accuracy comparison, (b) F1 comparison

Table 4. Multimodal detection results

Approaches A (%) R (%) F1

FR 92.2 93.4 0.929

BR 93.9 91.6 0.927

FBC 95.4 94.0 0.942

FBV 96.2 94.3 0.953

FBR 96.6 94.5 0.955
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extract malicious information from web pages, and a deep fusion model of multimodal features was 
established to update the learning parameters. From the experimental results, the algorithm designed 
in this paper could quickly and effectively detect malicious information on web pages. However, 
the proposed algorithm still has some shortcomings. The current experimental data sets may not be 
comprehensive and representative enough, and larger and more diverse data sets are needed in future 
studies to improve the robustness and accuracy of the algorithm. Future work could optimize and 
accelerate the algorithm to improve real-time and scalability and continuously improve the practical 
application of the algorithm.
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